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Abstract. The Web of Data is based on two simple ideas: use the RDF data 

model to public structured data on the Web and use RDF links to interlink data 

from different data sources. In this paper, we describe our experience in linking 

KAKEN, a database provides the latest information of researcher projects in 

Japan, and the DBLP Computer Science Bibliography. Using these links one 

can navigate from a computer scientist in KAKEN to his publications in the 

DBLP database. The problem of linking KAKE researchers and DBLP authors 

based on their name is having a poor result. We proposed combining LDA 

based topic model and co-author network approach to improve accuracy of 

linking.  
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1   Introduction 

The Web of Data is constantly growing over the last three years and has started to 

span data sources from a wide range of domains such as geographic information, 

people, companies, music, life-science data, books, and scientific publications. With 

the constant growth of scientific publications, bibliographic data sources become 

widespread. Linked datasets such as CiteSeer, ACM or DBLP are often consulted to 

find publications in a given domain or identify people working in an area of interest. 

KAKEN is database of Grants-in-Aid for Scientific Research contains the "Project 

Selected" documents and the research report summaries. The Grants-in-Aid for 

Scientific Research is granted whole field of science, and this database provides the 

latest information of the research projects in Japan exhaustively. KAKEN RDF allows 

asking sophisticated queries against datasets derived from KAKEN to other datasets 

on the Web. In this paper we will deal with the problem of linking researchers in 

KAKEN and authors in DBLP.  

Our challenge is the lack of associated properties of the entities in two data sources 

that should be link. We carry out analysis and evaluation of approaches which related 

to the data linking problem and propose using SILK framework [] to discover links 

between KAKEN researchers and DBLP authors based on their names. But the entity 

names are often ambiguous. For example, the name “Hiroshi Suzuki” refers to 27 



researchers in KAKEN. Also, the name “Hiroshi Suzuki” can be written “H. Suzuki” 

in DBLP. We list two types of ambiguity: (1) different researchers share the same 

name and (2) one author has different name aliases. We propose topic-based 

similarity measure and co-author network to improve the reliability of links. The main 

idea behind our solution is that if a researcher and an author are the same person, his 

papers and projects must be related to the same topic and they have some social 

relationships with the same person. We collect paper titles as a topic feature for an 

author and project titles as a topic feature for a researcher. We calculate the topic-

based similarity of two features by LDA based topic model. Also, the researchers 

have co-member relationships with other member in the same project and the authors 

have co-author relationships with other author in the same paper. Using both co-

member and co-author relationships we define a relationship-based network and use 

Connected Triple similarity to determine reliability of a link. The main results of this 

paper are (1) constructing a topic based similarity measure based on LDA model, (2) 

constructing a relationship based similarity measure based on co-author network 

approach, (3) building a system combining two measures to determine the reliability 

of a link, (4) accuracy of linking increase from 41,02% to 86,04%. 

This paper is structured as follows: Section 2 given an overview of data sources 

KAKEN and DBLP. Section 3 describes the system architecture with two major 

modules: LDA based similarity measure and Connected Triple similarity measure. 

Section 4 reports the results of implementation and review related work in Section 5. 

2   Related work 

LinkedMDB [3] provides a demonstration of connecting several major existing movie 

web resources. Because the data sources are about movie, LinkedMDB chooses 

movie titles as feature to discover owl:sameAs links. The problem is matching only 

the titles may not be sufficient due to different representations of the same title. They 

use proper string similarity function and specific record matching techniques to 

achieve high accuracy. However, it is not easy to apply this idea to our problem 

because person name is more ambiguous than film title. SILK [4] use a declarative 

language for specifying which types of RDF links between data sources should be 

discovered as well as which conditions entities must fulfill in order to be linked. 

Depending on which data sources are linked, SILK has different thresholds (“accept” 

and “verify”) for identifying similarity heuristics and qualifying the amounts of 

discovered links. This approach, however, only focuses on links of pairs of data 

sources: there is no guarantee that the information extracted from two data sources 

will be enough to find suitable entities in remains data sources. [5] present an 

algorithm to detect hidden owl:sameAs links or hidden relations in data sets. The main 

idea behind this solution is to extract useful features by applying supervised learning 

on frequent graphs. Then, using these extracted features to discover entities in data 

sources. This approach is not appropriate for our problem because it needs the 

existing links between data sources to discover the other hidden links. 



3   Data sources 

KAKEN is the database which is established and provided by the National Institute of 

Informatics (NII) with support of the Ministry of Education, Culture, Sports, Science 

and Technology (MEXT) and the Japan Society for the Promotion of Science (JSPS). 

It is a part of "GeNii, the National Institute of Informatics academic content portal", 

established by NII and provides the latest information of the research projects in 

Japan. The database has more than 180,000 researchers and 2.7 millions projects in 

November 2010. DBLP (Digital Bibliography & Library Project) is a computer 

science bibliography website hosted at Universität Trier, in Germany. It was 

originally a database and logic programming bibliography site, and has existed at least 

since the 1980s. DBLP listed more than 1.3 million articles on computer science in 

January 2010. Journals tracked on this site include VLDB, a journal for very large 

databases, the IEEE Transactions and the ACM Transactions. Conference proceedings 

papers are also tracked. It is mirrored at five sites across the Internet. DBLP (L3S) is 

an effort to extract structured information from DBLP and to make this information 

available on the Web. DBLP (L3S) allows you to ask sophisticated queries against 

DBLP, and to link other data sets on the Web to DBLP data. This is a database 

published with D2R Server. It can be accessed using: (1) your plain old web browser, 

(2) Semantic Web browsers, (3) SPARQL clients. 

4   System architecture 

The KAKEN and DBLP linking system have four main components. SILK 

framework is use to discover link between two data sources based on personal name. 

Then combining LDA based similarity and Connected Triple similarity to compute 

the similarity between two entities. Final, deciding a valid link if the similarity score 

above a threshold θ. 

 

Fig. 1. KAKEN and DBLP linking system architecture 
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 4.1   LDA based similarity 

The main idea is that each author is associated with a multinomial distribution over 

topics and each topic is associated with a multinomial distribution over words. An 

author with multiple documents is modeled as a distribution over topics. This is a 

generative model for document collections, the topic model, that simultaneously 

models the content of documents and the interests of authors. This generative model 

represents each document with a mixture of topics, as in state-of-the-art approaches 

like Latent Dirichlet Allocation (Blei et al., 2003), and extends these approaches to 

author modeling by allowing the mixture weights for different topics to be determined 

by the authors of the document. By learning the parameters of the model, we obtain 

the set of topics that appear in a corpus and their relevance to different documents, as 

well as identifying which topics are used by which authors. The algorithm has three 

steps: 

Step 1: finding hidden topic by using Latent Dirichlet Allocation, training data is list 

of document, each document is list of paper title in a conference. 

Step 2: extract the entity topic feature: an author is featured as the list of paper titles; 

a researcher is featured as the list of project titles. Appling LDA topic model for these 

features we have vectors that each dimension corresponds to probability that an 

author or researcher is related to a hidden topic. 

Step 3: using cosine similarity to compare similarity between two vector, from which 

determine that the researcher and the author is the same person 

4.1   Connected TripleIN similarity 

 
 

Fig. 2. Combining co-member and co-author network 

 

Assume that all researcher and author that have the same name is a same person. The 

researchers that are member of the same project will have co-member relationships. 

The author will have the co-author relationships with other author that have the same 

paper. Using both co-member and co-author relationships we have a network G in 

which authors/researchers are represented as vertices V , and relationships builds the 

edges E. Then for each link researcher and author, we calculate the Connected Triples 

Similarity of two entities. A Connected Triple ∧ = {V∧ ,E∧} can be described as a sub 

graph of G consisting of three vertices with V∧ = {A1,A2,A3} ⊂ V and E∧ = {eA1,A2 

,eA1,A3} ∈ E, {eA2,A3} !∈ E. The edges in the co-author network will be weighted 
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according to Liu et al. [3]. With V = {v1,...,vn} as the set of n authors, m the amount 

of publications A = {a1,...,ak,...am} and f (ak) the amount of authors of publications ak 

the weight between two authors vi and vj for publications ak is calculated by: 

 𝑔 𝑖, 𝑗, 𝑘 =
1

𝑓 𝑎𝑘 −1
 (1) 

There by the weight between two authors for one publication is smaller the more 

authors collaborated on this publication. Considering the amount of publications two 

authors i and j collaborated on together, an edge between these authors is calculated 

with (2) which leads to higher weights the more publications the two authors share. 

𝐶𝑖𝑗 =  𝑔(
𝑚

𝑘=1
𝑖, 𝑗, 𝑘) 

(2) 

Applying a normalization the weight between two authors i and j considering the 

amount of co-authors and publications is calculated by (3) leading to a directed co-

author graph. 

𝑤𝑖𝑗 =
𝐶𝑖𝑗

 𝐶𝑖𝑟
𝑛
𝑟=1

 
(3) 

The similarity of two authors using Connected Triples can consequently be either 

calculated on incoming edges or outgoing edges: 

𝐶𝑜𝑛𝑛𝑒𝑐𝑡𝑒𝑑𝑇𝑟𝑖𝑝𝑙𝑒𝑖𝑛 =   𝑤𝑐𝑖 + 𝑤𝑐𝑗
∀𝑐∈𝑉 𝑤𝑖𝑡𝑕  𝑒𝑐𝑖 ,𝑒𝑐𝑗 ∈𝐸,𝑒𝑖𝑗 ∉𝐸

 
(4) 

𝐶𝑜𝑛𝑛𝑒𝑐𝑡𝑒𝑑𝑇𝑟𝑖𝑝𝑙𝑒𝑜𝑢𝑡 =   𝑤𝑖𝑐 + 𝑤𝑗𝑐
∀𝑐∈𝑉 𝑤𝑖𝑡 𝑕  𝑒𝑖𝑐 ,𝑒𝑗𝑐 ∈𝐸,𝑒𝑖𝑗 ∉𝐸

 
(5) 

4   Experimental result 

4.1   LDA training data 

The LDA based topic model data training is a list of documents, each document is a 

list of paper titles in a conference that extract from DBLP. In this problem, we use 

10.245 conferences as the training data. The estimation of number of hidden topic k is 

very important. If k is too large each topic feature will be narrow, if k is too small 

each topic feature will be wide. We experiment the parameters k with 50 topics, 100 

topics and 150 topics. The testing is performed on the data set includes 724 links that 

have been labeled by manual. In our experiment, we randomly divided test data into 

three sets to determine whether the parameters are consistent with local data. We set 

the threshold θ for the measure, if the similarity score is greater than the threshold we 

will conclude that the two entities will be linked. We need to inspect different 

thresholds to find the optimal threshold. 



Fig. 3 show the accuracy obtained with different value of number of hidden topic 

and threshold. Note that accuracy reported is percentage of both true positive and 

negative. Base on the result we chose number of hidden topic k=100 topics and 

threshold θ=0.7. Fig.4 shows that the threshold is consistent with local data. 

 
Fig. 3. LDA-based similarity accuracy 

 

 
Fig. 4. LDA-based similarity accuracy in sub datasets 

 

Fig. 5 compares the accuracies of LDA topic model and pLSA topic model also 

TFIDF weight and shows that LDA gave a better result than the others.  
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Fig. 5. Accuracies of LDA and pLSA, TFIDF 

 
Fig. 6. Combining LDA topic similarity and ConnectedTriple similarity 

 

Fig. 6 show the accuracy obtained with different combined rate between LDA 

topic similarity and ConnectedTriple similarity in different sub datasets. We find the 

optimal rate is 0.7:0.3. Base on these results we chose the threshold θ=0.7 and the rate 

0.00%

10.00%

20.00%

30.00%

40.00%

50.00%

60.00%

70.00%

80.00%

90.00%

0.5 0.6 0.7 0.8 0.9

A
cc

u
ra

cy

Theshold

LSA

pLSI

TFIDF

50.00%

55.00%

60.00%

65.00%

70.00%

75.00%

80.00%

85.00%

90.00%

0.9 : 0.1 0.8 : 0.2 0.7 : 0.3 0.6 : 0.4 0.5 : 0.5

A
cc

u
ra

cy

Combined rate LDA : ConnectedTriple(in)

Sub1

Sub2

Sub3

Full



of combining two similarity measures is 0.7:0.3. Fig. 7 shows that the combining of 

LDA base similarity and ConnectTriple similarity gave a better result.  

 
Fig. 7. Accuracy of combining similarity measures 

5   Conclusions 

We presented an approach to solve the name ambiguous problem in KAKEN and 

DBLP linking. Our solution is combining LDA based topic model and co-author 

network approach to improve accuracy of the links. We compared the LDA-based 

topic model with other models including pLSA and TFIDF weight. The paper has 

contributed a small part in solving the bibliographic data linking and applying for a 

specific problem. The results increase the accuracy from 41.02% to 86.04%. 
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