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Improvement of learning speed of reinforcement learning by dynamic initialization of a value function
with an undefined flag

Tetsuya Fukunaga

Gifu National College of Technology

This paper describes a new learning method of Reinforcement Learning using dynamic initialization. In this method, all Q
values are set "Undefined" before learning. Then, the Q values are initialized to observed target value dynamically. Learning
experiment with 100><100 Grid-World clearly shows the validity of proposed method. In addition, the experiment with a
mobile robot is conducted to confirm the advantage of proposed method in actual robot application. In the experiment,
influence of priority of exploration and exploitation in this method is also evaluated. From the result of experiment using
mobile robot, it is confirmed that the proposed method accelerate learning-speed.
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